Effective factors in diagnosing the degree of hepatitis C using machine learning
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ABSTRACT

Introduction: Hepatitis C virus (HCV) is a major public health threat, which can be treated if diagnosed early, but unfortunately, many people with chronic diseases are not diagnosed until the final stages. Machine learning and its techniques can be very helpful in diagnosis. This study examines the factors affecting hepatitis C diagnosis using machine learning.

Material and Methods: A total of 27 features were used with a dataset containing 1385 records of patients with different grades of HCV. The dataset was clean and preprocessed to ensure accuracy and consistency. To reduce the dimension of the dataset and determine the effective features three feature selection, Pearson Correlation, ANOVA, and Random Forest, were applied. Among all the algorithms, KNN, random forests, and Deep Neural Networks were selected to be utilized, and then their evaluation metrics, such as Accuracy and Recall. To create prediction models, fifteen features were selected for the mentioned machine learning algorithms.

Results: Performance evaluation of these models based on accuracy showed that Deep Learning with Accuracy = 92.067 had the highest performance. KNN and Random Forest had almost the same performance after Deep Learning. This performance was achieved on dataset containing features that were selected by ANOVA feature selection.

Conclusion: Machine learning has been very effective in solving many challenges in the field of health. This study showed that using data-mining algorithms also can be useful for HCV diagnosing. The proposed model in this study can help physicians diagnose the degree of HCV at an affordable and with high accuracy.

INTRODUCTION

Hepatitis C is a type of liver disease caused by the HCV virus that can be deadly if undetected [1]. This virus is transmitted through blood, and the infection enters small amounts of blood and spreads in different ways [2]. HCV can cause or provoke chronic hepatitis and acute hepatitis, ranging from a mild illness lasting a few weeks to severe illness and death [2]. This disease can progress slowly and even cause cancer [1]. Around 71 million people worldwide are affected by this disease [3]. The risk of this disease can be reduced substantially through prompt diagnosis [4].

Artificial intelligence has entered health care in recent years, and its use in health has attracted much more attention than any other industry [5]. Artificial intelligence is applied in medicine to use automated diagnostic processes and to monitor people who need health care [6-8].

The increased use of artificial intelligence in
healthcare processes will allow care providers to automate a significant amount of their work processes, freeing up more time for medical professionals to perform other tasks that cannot be automated [5, 9]. One of the most popular forms of artificial intelligence is machine learning which, as one of the subsets of artificial intelligence, has many uses in diagnosing and predicting the occurrence of various types of diseases [10]. Machine learning algorithms collect data and use it to create models to take intelligent actions. In recent years, many studies have been conducted by authors in the field of health who have used machine learning algorithms to build prediction models based on clinical records [6]. In the field of hepatitis, several studies have been conducted using machine learning to diagnose hepatitis and its degree [11-13].

Previous studies have not had the same approach in reporting the results of presenting the hepatitis C disease degree diagnosis model using machine learning algorithms, but what has been determined from their review is that the evaluation indicators of the models implemented in these studies degree [11-13] such as model accuracy, it is not high. The set of features used in them does not cover all the parameters needed in diagnosis. The present study has tried to include all the parameters affecting the diagnosis of the degree of hepatitis C disease in the data set and use different methods to select the features so that the best and most effective features are used for diagnosis in modeling. Finally, a model should be used to diagnose the degree of the disease that has high accuracy and reliability.

**MATERIAL AND METHODS**

This study utilizes a retrospective observational design which has been conducted to find the effective factors for diagnosing the degree of Hepatitis C Virus (HCV).

**Dataset**

In this study, a dataset was used which contains 27 features and 1385 records of patients with different grades of HCV, which can be categorized into three categories: (1) Demographic, (2) Symptom, (3) Liver Function Tests (LFTs) and (4) Blood Panels before the start of treatment (Table 1).

<table>
<thead>
<tr>
<th>Feature name</th>
<th>Feature Category</th>
<th>Description</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Demographic</td>
<td>Age of patient</td>
<td>Numeric</td>
</tr>
<tr>
<td>Gender</td>
<td>Demographic</td>
<td>Gender of patient (1: Male, 2: Female)</td>
<td>Numeric (bool)</td>
</tr>
<tr>
<td>BMI</td>
<td>Symptom</td>
<td>Body Mass Index of patient</td>
<td>Numeric</td>
</tr>
<tr>
<td>Fever</td>
<td>Symptom</td>
<td>Presence of Fever (1: Absence, 2: Presence)</td>
<td>Numeric (bool)</td>
</tr>
<tr>
<td>Nausea/Vomiting</td>
<td>Symptom</td>
<td>Presence of Nausea/Vomiting (1: Absence, 2: Presence)</td>
<td>Numeric (bool)</td>
</tr>
<tr>
<td>Headache</td>
<td>Symptom</td>
<td>Presence of Headache (1: Absence, 2: Presence)</td>
<td>Numeric (bool)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>Symptom</td>
<td>Presence of Diarrhea (1: Absence, 2: Presence)</td>
<td>Numeric (bool)</td>
</tr>
<tr>
<td>Jaundice</td>
<td>Symptom</td>
<td>Presence of jaundice (1: Absence, 2: Presence)</td>
<td>Numeric (bool)</td>
</tr>
<tr>
<td>Epigastric pain</td>
<td>Symptom</td>
<td>Presence of Epigastric pain (1: Absence, 2: Presence)</td>
<td>Numeric (bool)</td>
</tr>
<tr>
<td>WBC</td>
<td>Liver Function Tests</td>
<td>White Blood Cell count</td>
<td>Numeric</td>
</tr>
<tr>
<td>RBC</td>
<td>Liver Function Tests</td>
<td>Red Blood Cell count</td>
<td>Numeric</td>
</tr>
<tr>
<td>HGB</td>
<td>Liver Function Tests</td>
<td>Haemoglobin</td>
<td>Numeric</td>
</tr>
<tr>
<td>Plat</td>
<td>Liver Function Tests</td>
<td>Platelet count</td>
<td>Numeric</td>
</tr>
<tr>
<td>AST 1</td>
<td>Blood Panels</td>
<td>Aspartate Aminotransferase Enzyme Level at one week</td>
<td>Numeric</td>
</tr>
<tr>
<td>ALT 1</td>
<td>Blood Panels</td>
<td>Alanine Aminotransferase Enzyme Level at one week</td>
<td>Numeric</td>
</tr>
<tr>
<td>ALT4</td>
<td>Blood Panels</td>
<td>Alanine Aminotransferase Enzyme Level at four weeks</td>
<td>Numeric</td>
</tr>
<tr>
<td>ALT 12</td>
<td>Blood Panels</td>
<td>Alanine Aminotransferase Enzyme Level at 12 weeks</td>
<td>Numeric</td>
</tr>
<tr>
<td>ALT 24</td>
<td>Blood Panels</td>
<td>Alanine Aminotransferase Enzyme Level at 24 weeks</td>
<td>Numeric</td>
</tr>
<tr>
<td>ALT 4 36</td>
<td>Blood Panels</td>
<td>Alanine Aminotransferase Enzyme Level at 36 weeks</td>
<td>Numeric</td>
</tr>
<tr>
<td>ALT 4B</td>
<td>Blood Panels</td>
<td>Alanine Aminotransferase Enzyme Level at 40 weeks</td>
<td>Numeric</td>
</tr>
<tr>
<td>ALT after 24 w</td>
<td>Blood Panels</td>
<td>Alanine Aminotransferase Enzyme Level after 24 weeks</td>
<td>Numeric</td>
</tr>
<tr>
<td>RNA Base</td>
<td>Blood Panels</td>
<td>RNA at the start of treatment</td>
<td>Numeric</td>
</tr>
<tr>
<td>RNA 4</td>
<td>Blood Panels</td>
<td>RNA at 4 weeks</td>
<td>Numeric</td>
</tr>
<tr>
<td>RNA 12</td>
<td>Blood Panels</td>
<td>RNA at 12 weeks</td>
<td>Numeric</td>
</tr>
<tr>
<td>RNA EOT</td>
<td>Blood Panels</td>
<td>RNA at the End of Treatment</td>
<td>Numeric</td>
</tr>
<tr>
<td>RNA EF</td>
<td>Blood Panels</td>
<td>RNA Elongation Factor</td>
<td>Numeric</td>
</tr>
<tr>
<td>Baseline histological Grading</td>
<td>Target Column</td>
<td>Baseline histological Grading (0-13)</td>
<td>Numeric</td>
</tr>
</tbody>
</table>

**Data Preprocessing**

The dataset was cleaned and preprocessed to ensure accuracy and consistency. Missing values were handled using appropriate techniques (imputation or exclusion). Categorical variables were encoded into numerical representations. Data normalization or
standardization was applied to ensure consistency in scale.

**Feature Selection**

Feature selection techniques were employed to identify the most relevant factors. Univariate and multivariate statistical analysis methods were used, and feature selection criteria were based on statistical significance, correlation analysis, or domain knowledge. This study used Pearson Correlation, ANOVA, and Random Forest as the main feature selection algorithms.

**Modeling**

Various machine learning algorithms were applied to build predictive models. Among all the algorithms, KNN, random forests, and Deep Neural Network were selected to be utilized and then their evaluation metrics, such as Accuracy, Recall and Specificity were compared.

\[
\text{Accuracy} = \frac{(TP+TN)}{(TP+TN+FP+FN)} \quad \text{(Eq. 1)}
\]

\[
\text{Recall} = \frac{(2*TP)}{(TP+FN)} \quad \text{(Eq. 2)}
\]

\[
\text{Specificity} = \frac{(2*TN)}{(TN+FP)} \quad \text{(Eq. 3)}
\]

In all the modeling algorithms, Holdout was used to split up the dataset into "Train" and "Test" sets. The models were trained on the training set and evaluated on the testing set.

**RESULTS**

This section will present the results of feature selection methods and machine learning models. Python programming language version 3.8.1 was used for all the implementations.

Table 2 shows the features selected by Pearson Correlation, ANOVA, and Random Forest.

To create prediction models, fifteen features were selected for the mentioned machine learning algorithms. Performance evaluation of these models based on accuracy showed that Deep Learning with Accuracy = 92.067 had the highest performance. KNN and Random Forest had almost the same performance. Table 3 shows all the evaluation metrics for these machine-learning algorithms.

ANOVA method selected 11 features as the best features to predict the target column. According to Table 4, Deep Learning and Random Forest achieved the best accuracy of 93.51 and 93.029, respectively, which are the highest performance. Table 4 shows all the evaluation metrics for these machine learning algorithms.

Twelve Features were selected by Random Forest and then mentioned machine learning algorithms were utilized on these features. For this feature selection, Deep Learning had the best performance with an accuracy of 92.548, and then KNN achieved
second place with an accuracy of 91.686. Table 5 shows the evaluation metrics for these machine learning algorithms.

Fig 1 shows the comparison of evaluation metrics for the best model of each selected feature method.

Fig 1: Comparing the best model for each feature selection method

DISCUSSION

Data mining and machine learning have added new approaches to the field of medical diagnosis. Many studies have been done in this field and many systems have been implemented. The diagnosis of HCV is one of the challenges addressed in this study, and an attempt was made to determine the factors affecting its diagnosis using machine learning tools. To conduct this study, three feature selection methods, Pearson Correlation, ANOVA, and Random Forest, were selected and applied to the dataset. Then, each feature set was used in Deep Learning, Random Forest, and KNN algorithms for modeling. According to the modeling results, Deep Learning was the best algorithm for modeling this dataset for all the feature selection methods.

Comparing the evaluation metrics of the best models on these three feature selection methods showed that ANOVA was the best feature selection method (Fig 1), and consequently, the most effective factors on disease diagnosis were Age, Gender, Fever, Nausea or Vomiting, Diarrhea, WBC, HGB, ALT 4, ALT 24, RNA 4, RNA 12.

Although the comparison of different studies is meaningless due to the difference in data sets, researchers' approach, and modeling conditions, it helps us to know our position in this field. For this purpose, some cases of past studies are reviewed to compare their methods and results with this study and to understand the results of this study better. In a study using machine learning, Butt et al. [12] presented a model to detect the degree of hepatitis C, and in this way, they used various non-invasive serum biochemical markers and clinical data of patients to identify and predict the stage of hepatitis C disease. In this study, an intelligent hepatitis C stage detection system (IHSDS) was presented to predict the stage of hepatitis C in humans using machine learning tools. In this study, 29 features were used, of which 19 were selected for the research, and the accuracy of the proposed system was reported as 98.89% during training and 94.44% during validation.

In another study, Tsvetkov et al. [13] implemented a model for detecting the stage of liver fibrosis in patients with chronic viral hepatitis C using machine learning. In this study, 1240 patient records were examined with chronic viral Hepatitis C. There were 28 primary variables, among which 9 parameters were selected as the most important predictive parameters to determine the probability of liver fibrosis. This study mentions neither the method of feature selection nor the type of algorithm that performed best and led to the creation of an optimized model. Finally, the implemented model's accuracy, sensitivity and specificity were reported as 80.56%, 66.67 and 94.44 respectively. This study has designed a model based on machine learning for diagnosing the Stage of liver fibrosis in patients. Machine learning models were developed and tested using the mentioned dataset. Nine usual prognostic factors were selected as the essential predictor factors. They finally reported the highest accuracy of 80.56% for their model.

Barakat et al. [11] used machine learning algorithms such as Random Forest to develop a model to predict the stage of liver fibrosis in children infected with the hepatitis C virus. In their model, the Random Forest algorithm achieved the highest accuracy of 90.3%.

In all the mentioned studies, the feature selection method was not reported, and based on the different predictor features, one machine learning algorithm was used for modeling. For the evaluation of the implemented model, the only reported metric is Butt et al. [12]. The study was Precision. Tsvetkov et al. [13] reported Accuracy, Sensitivity, and Specificity as evaluation metrics, and Barkat et al. [11] reported accuracy.

As mentioned in the research method and results of the present study, three feature selection methods were used, and after comparing these three methods, eleven features selected by the ANOVA method as the better feature selection method were used for the next step. Then three machine learning algorithms were implemented for modeling, and their results were compared. As the final result, the model created by the Deep Learning algorithm was selected as the best model. Also, three evaluation metrics of accuracy, sensitivity, and specificity were calculated and reported. In addition to the differences reported in the research method compared to the previous studies, the final model evaluation metrics results in the present study were better than previous studies.
CONCLUSION

Since identifying the degree of Hepatitis C is very important to determine the treatment plan, doctors need to perform various tests to diagnose the degree of hepatitis C, and patients must undergo multiple tests and examinations, which has a very high cost and time for patients.

Since machine learning has been very effective in solving many challenges in the field of health, this study was conducted to help doctors in diagnosing the degree of hepatitis C. In this study, three feature selection techniques were first used to select the most useful features for HVC analyzing. Then for each selected feature set, three machine-learning algorithms were applied, and a diagnosing model for detecting Hepatitis C was reported. This study showed that using data-mining algorithms can be helpful to for HCV diagnosing. The proposed model in this study can help physicians diagnose the degree of HCV at an affordable and with high accuracy.
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